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By 2019, 45% of data will be stored, 
analyzed, and acted on at the edge 
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Immersive Media Use Case 
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summary 
•  The Evolving ‘Edge’ demands a New Infrastructure 
paradigm than simply extending the Cloud 

•  Visual Cloud Workloads offer unique insights for system 
partitioning challenges 

•  An ‘open’ End-to-End testbed – a necessity for creating 
an Agile and Vibrant ecosystem 
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Where is the Edge for a Mobile Operator?
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Edge Drivers
- Application requires it & 

must move closer
- Sites are too big to fail
- Service/Customer requires itReminder - Your Edge CANNOT go past 

your RAN if you want to be efficient



3©2018 Sprint. This information is subject to Sprint policies regarding use and is the property of Sprint and/or its relevant affiliates and may contain restricted, confidential or privileged materials intended for the sole use of the intended 
recipient. Any review, use, distribution or disclosure is prohibited without authorization.

M-CORD Projects with Sprint/Intel/GS Labs

ControlPlane
(CP)

PDN(s)

HSS

OpenMME

DataPlane
(DP)

FPC Agent
(ODL)

CDR
Router

CTF

PCRF
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sgx_cdr
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Recommended “Starter” Frame (1 
instance of each component)
40K Users
1K Control Plane TPS
42-80 CPU Cores

System scale (via Cassandra) is ~1B endpoints (1 key space)
Designs exist for 1*10^18  scale

Apache 
Cassandra

“frame” - a minimum footprint to try out the 
solution. Each component can scale higher.
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We do more than build functions

DOC

TXT

Specifications

Validation 
System

Intermediate 
Language

AI based Test Systems
Frameworks 
(C/C++, Java, etc.)

M-CORD
projects

To date
Ø validation code has caught ~4K specification defects/nits
Ø Spec to code is 

Ø up to 20 hours of work (dependent upon # of errors)
Ø Average is ~90 minutes for documents following existing formats

Ø We can rapidly prototype features with scale

Validation



5©2018 Sprint. This information is subject to Sprint policies regarding use and is the property of Sprint and/or its relevant affiliates and may contain restricted, confidential or privileged materials intended for the sole use of the intended 
recipient. Any review, use, distribution or disclosure is prohibited without authorization.

M-CORD and Sprint – The road ahead

Spec 2 
Code

• Generation support for GTP, Sx, NAS and Open API
• Automated AI test generation for any protocol

5G

• ngic_rtc support for Sx and possibly N4
• Option 3x for all components

Readiness

• UPF / Control plane readiness for field testing
• License support process (with partners)

Research

• NGC (as specifications are ready)
• 4G scale & feature testing



MOBILE	EDGE	CLOUD	

Trailblazing	Activities	at	ONF	on	Their	Paths	Towards	New	RDs	

Oğuz	Sunay	

Chief	Architect	Mobility	

December	6,	2018	



Enabling	Disaggregated,	Distributed	RAN,	Core	and	End-User	Services	
5G	Needs	an	Edge	Cloud	
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MULTI-ACCESS EDGE CLOUD 

Needs	to	Support	Multi-Access	
Zooming	in	on	the	Edge	
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Converged	Access	and	Core	

On	the	Path	Towards	a	New	RD	
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SPGW-U 

SPGW-C 

MME HSS HSS-DB 

Towards	Productization	with	a	Tight	Timeline	
Light-Weight	Open	Source	EPC	

Focus on Fixed Mobile Substitution Service 
Minimum Viable Product Desired 
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Edge	Optimized	Converged	User	Plane	

BNG-CP Near RT-RIC 

P4 Runtime OA&M 

DU 

3GPP 
CORE-CP 

OLT 

CU-CP 3GPP 
CORE-CP 

Edge-Optimized User Plane Function 
(CU-UP + UPF + BNG-U)  

ONOS 
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Edge-Optimized	Converged	Control	Plane		
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Multi-Access	Edge	Cloud	

On	the	Path	Towards	a	New	RD	
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Enabling	Distributed	Services	Across	Multiple	Clouds	
Multi-Access	Edge	Cloud	
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ONAP 
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Multi-Access	Edge	Cloud	
Integrated	Solution	Leveraging	Complementary	Open	Source	Solutions	



Open	Call	for	Active	Participation	

Let	us	enable	the	open	source	Multi-Access	Edge	Cloud	Towards		

Converged	5G	–	Broadband	Access	Enablement	
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