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A Brief Retrospective
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Network OS
e.g. ONOS, ODL

Virtualized Infrastructure Manager
e.g. OpenStack, Kubernetes

SDN v1: Adapt to existing, 
heterogeneous hardware

NFV v1: Virtualize specialized 
networking boxes

Driver

NFV Orchestrator / Manager
e.g. XOS



Next-Generation SDN Tenets

Prescribe configuration, pipeline definition, forwarding state, and 
network intent

- Defines unambiguous contract between control and data plane

Disaggregate the control plane and VNFs
- Enables function placement to be optimized on resource type and location

Unify the “network” and “compute” infrastructure
- Simplifies deployment; improves resource utilization

Build toolchain for end-to-end debugging, verification, and upgrades
- Improves reliability and availability; enables rapid iteration

A new architecture allows us to retain the benefits of SDN/NFV while minimizing 
some of the challenges, costs, and unpleasantries of earlier approaches.
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Stratum SwitchOS 
 
Alireza Ghaffarkhah, Devjit Gopalpur, Brian O’Connor, Jim Wanderer 





Google B4 Network 
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Centralized SDN Control Plane 

Enables control and optimizations difficult or impossible 
with traditional networking. 

●  Scale 
●  Performance 
●  Control 
●  Failure 

handling 
●  ... 



  

•  Foundation for all of our SDN development 
•  Big win enabling centralized SDN 

Use of OpenFlow 

•  Difficult to exploit full capabilities of HW 
•  Required customizations and extensions 
•  Growing complexity 
•  Poor match for programmable chips 

 

 •  Proprietary implementation 
•  Can’t get solutions from industry 

 

 



  

P4Runtime + OpenConfig 

P4Runtime 

ASIC 1 ASIC 2 ASIC 3 ASIC 4 

Vendor software 

Management SDN Control 

OpenConfig gNMI gNOI 

gRPC gRPC 

•  Standard APIs 
•  Vendor abstraction 
•  Exploit HW capabilities 
•  Fixed function chips 
•  Programmable chips 



  

•  Drive industry direction 
•  Open, minimal, production-ready distribution 
•  Team of operators and vendors 
•  Drop into Google SDN fabrics 



NG ONOS
Rationale & Tenets

Thomas Vachuska - ONF
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Trellis 2.0

Saurav Das
Director of Engineering, ONF

December 5th, 2018



Field Office (2nd stage) Central Office (1st stage)

Spine

Leaf

Spine

Paired
Leaves

Upstream
Routers

Access
Devices

Appliances
Single homed hosts

Dual homed hosts

Trellis Overview
Multi-purpose leaf-spine
fabric designed for NFV

Bare-metal hardware
Open-source software

SDN-based (built on ONOS)

Metro/Core



ONOS cluster

Trellis Evolution
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ONOS cluster
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upan panel session
input from dt at onf connect 2018
HJ Kolbe, Deutsche Telekom



network function evolution…
… one ring to rule them all?
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bng evolution…
… more realistic
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BRAS Super-boxes Virtualized BNG

BNG – Control Plane

BNG – User Plane



epc evolution…
… more realistic
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offloading of the user plane
concrete examples

Mobile Access
� Similar approach based on CP / UP split defined by 3GPP
� ONF demo at MWC 2018

� Challenges ahead -> see presentation from Manuel Paul
“Use Cases And Opportunities With M-CORD”

Fixed Access
� Offload BNG user Plane to a programmable Switch

� Ideally TOR switch (“anyway there”)
� Steer traffic according to SEBA blueprint
� Prototypes ready at DT and in early trials

� P4 code shared at ONF

� Works!
� Integration to SEBA needed

� Productization ahead of us
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towards a common subscriber edge
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