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Nick’s Phases of SDN
from Day 1 of ONF Connect 2019

Phase 1 Phase 3

Network owners take control of their software Networks managed by verifiable closed loop control

Phase 2

Network owners take control of packet processing too
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Jou rney to Next_Gen SDN Leap forward in capabilities

New Technologies * Top-Down Programmability
- * Hardware Independence
Programmable Silicon S
Bold SDN vision established P4, PARuntime * Cloud-like lifecycle
* Separation of Ctrl & Dataplane Cloud Dev Models * Verifiability
* Centralized Control <
& others

Enabling

SDN implementations Lessons — Enabling
* Simpler forwarding devices v Learned « Top-Down Operator Control

* Faster innovation * Rapid Network Innovation
* Reduced capex/opex

* Zero Touch Operation
Open Source SDN * Robust Hardware Ecosystem

Enters Producti

Vendors responded with software configuration tools:
* Traditional switching & routing using conventional embedded control protocols
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Next-Gen Software Stack Components

e LONOS
- o Supports Next-Gen SDN interfaces (P4Runtime, gNMI, gNOI, gRIBI)

y-* o New config and management subsystem (OpenConfig)
APPS'l APPS i APPS [l APPS

o Cloud-native: microservices, Kubernetes, gRPC, etc.
-] [ i
o Enable apps to take advantage of the new capabilities

HONOS e Stratum

o Thin switch OS
o Supports Next-Gen SDN interfaces (P4Runtime, gNMI, gNOI)
o Supports OpenConfig models

| Stratum I [Soemn | o
e Forwarding devices

Next-G.en Next-Gen
SDN Switch Next-Gen SDN Switch
SDN Switch

o Supports programmable forwarding (P4)
o Also supported fixed function and partially programmable devices
o Enables smooth migration and diversity of silicon options
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G-SDN Stack

Builds on SDN — Adding Verification & Cloud-like Operationalization

Verification &
Closed Loop ¢!

Control Enables Cloud-like Feature Velocity

HONOS G

Features can be rapidly rolled out
(and rolled back)

Framework
DevOps & CI/CD tools

Functionality can be verified

Networks become tamper-proof

NG-SDN Operationalization

Switching Hardware

Fine Grain Measurement
of all Packets and Flows
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Why Stratum for NG-SDN? i

1. Stratum Interfaces, Models, and Pipeline Definition
o Built from today’s SDNs & Optimized for NG-SDN

o Enables Top Down Programming
Functionality defined in formal, programmatic languages
(Protobuf, YANG, P4)

o Enables Hardware Independence [ Vendor Optionality
Same interfaces, same models, same programs, different targets

2. Stratum Packaging and Operational Interfaces

o Enables Automated Full-Lifecycle Operation
Telemetry provides necessary feedback for automated upgrade/rollback
Machine-optimized operational interfaces (vs. SSH and expect)
Seamless deployment with Docker



Defining the Data Plane

All network behavior, down to the packet header definitions and forwarding
rules, is unambiguously specified in software via programmable interfaces.

| n
: Parser Forwarding Tables L3 Routing
: (Ethernet, IP, L4, My Station (IP w/ ECMP) \ ACL
' MPLS, VLAN, (Routing Classifier) / (Redirect, drop & Pkt in)
y SRv6, INT, ...) L2 Forwarding my_switch.p4

my_switch.p4




Defining the Data Plane

P4 Compiler backends available for:

' smodbcow.  BAREFOOT .. |
! T - NETWORKS :
i Tomahawk Tofino :
' via Stratum fpm :
Control A
p Generate control PP

P4 comp"er plane contract

my_switch.p4 - — demo.pdinfo Network OS J
‘ p4runtime.proto P4Runtime

,\sw.

realize the pipeline, and ST ' Runtime API for

l AIIocate resources to

generate runtime mapping Switch OS e, pipeline control

my_switch.bin e e e Program-independent
! Built on gRPC
—P-1  Switch ASIC




Defining Configuration & Telemetry

e All network configuration and telemetry state information is modeled

using programmatic definitions

e Use of the same set of industry-driven models across all Stratum switches
ensures vendor interoperability

Configuration App Telemetry App
@pENCONHG > Network OS 1
openconfig.yang = @ m) | openconfig proto ‘;Q ‘ gNMI.proto gNMi
% ,°/ “l S | . Runtime API for
YANG compiler protoc | > Switch OS OO configuration &

Hardware

telemetry
Model-independent
Built on gRPC



Defining Operations
e Network operations services and RPCs are modeled using programmatic
definitions

e Clear definitions and semantics are perfect for machine-driven operations
and enable automation

Operations App
{OPENCONFIG
o e e > Network OS

1
|
cert.proto diag.proto 1 o

: L/—I L/—‘ ! ;@ ‘gNOIProtos gNOI
! — N — W
:gNOI M M ! % ; L Runtime API for
| : protoc —p Switch OS | 0%.% % operations

_______________________ . e e
e ! Built on gRPC

Hardware




Supporting Cloud-Style Agility

e Stratum deployment and testing framework enable best practices in CI/CD
e Telemetry and end-to-end verification allow for failure detection and rollback

RN fterate —---------mo -

Stratum Unit tests Build Docker **_, Deployto

Source and static Image Conformance == Network

Code analysis 9 Tests on Target
; TestVectors
w Ba Zel —> Stratum
N Stratum

Cl Tool Hardware

(e.g. Jenkins)

__________________________




What to Expect in Open Source Stratum Today

Open Source Launch is an Alpha Release
® Software Architectureisin place
® Support for fixed-function and programmable targets

® Some features not yet implemented

What can | do with Stratum today?
® Demos (ONF has done several over the past year)

® User Experimentation; Porting to New Platforms

Apache 2.0 license means Stratum can now be
incorporated into vendors’ products



Stratum Switch Support Today

NETWORKS

Switch Vendor
@ A\neLTa  BEEDEEEOE Inventec  CSQcT  €storois

Switching ASIC

Wedgel00BF-32X

BAREEE%VE%T:! AG9064v1 32x100 Gbps D5054 BF6064X
Tofino 64x100Gbps  WedgelOOBF-65X 32X 100Gbps+ 64x100 Gbps
Up to 6.5 Tbps 65 x 100 Gbps 48x 25 Gbps
ERojncon. Z9100 AS7712 D7032 T7032-1X1
Tomahawk 32 x 100 Gbps 32 x 100 Gbps 32 x 100 Gbps 32 x 100 Gbps
Up to 3.2 Tbps

+ 2 software switches: bmv2 (functional software switch) & dummy switch (used for API testing)

Near-term future platforms:
e Additional platforms for existing targets
o  Existing vendors + Asterfusion, ...
e Mellanox SN2700 (Spectrum) Mellanox
e Datacom platforms (PowerPC-based) DATACOM

Asterfusion



Stratum Project Roadmap

Tocllay
______________________________________________ |
SN SEBAw
TReLUIS

Requirements

©:

_______________________________________________

ONF Platforms

Stratum
Open Source
Launch

Stratum Community

___________________________________________

Google _&

ONM~= EBRoARCOM.

BAREFCOIT 3% bigswitch

networks

]
,,,,,,,,,,,,,,,,,,, N £ kpn ¢isco’ @ NTT
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[= Extreme JunIPEr o DATACOM g canum
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- New Switching
. Chips and Platforms

New Capabilities 4 N ad
(P4 + Telemetry) ! Stratum in |

i\ Production !

Hardening,
Testing &
Support

Goal:
Make Stratum a stable,
production-grade data
plane substrate for NG-SDN



Demos @ ONF Connect ‘19 e
1. Stratum Interoperability

o Community Launch Demo with 2 ASIC and 6 platform vendors
o 8 Stratum switchesin an IP routed, leaf-spine fabric
o Highlighting hardware independence and automatic full-lifecycle

operation

2. WONOS

o 3 Stratum switches
o Highlighting zero-touch provisioning and device configuration

3. SEBA

o 1 Stratum switch
o Highlighting top-down data plane programmability (offloading the BNG)
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Network OS

gNMI/OpenConfig, I
Switch OS Switch OS switch 05 [EORS

NG-SDN Objectives L

Hardware

Hardware

Hardware

i)

gNOl, P4Runtime/P4

19

SDN Apps and Solutions
Cl/CD Orchestration
Zero-touch operation
Network verifiability
Top-down programmability
Fine-grained control
Fine-grained measurement

Hardware independence
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LONOS L

LONOS is the next generation architecture of ONOS
aims to provide smooth transition from current architecture

Comprehensive platform for operations
configuration, control, monitoring, verification, live update, diagnostics

Native support for next-gen SDN interfaces and models
e.g. gNMI, gNOI, P4Runtime, gRIBI, OpenConfig, etc.

First-class support for 5G RAN edge

performance, scale and strict latency guarantees

Cloud-native deployment - aimed at edge-cloud

built as set of u-services, with gRPC interfaces, orchestrated by k8s )
EOMF

COMM&EC



LLONOS Deployment

qui cli
app X appY «o ztp intent

topology ﬂ '
al discovery SIORIPIEN

network

21
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Common Network Operations ,L\

Provisioning new devices and adding them to the network

Adding new features to the existing data-plane
Isolating faulty network devices and re-directing traffic

... and many others

All of the above require:
broad top-down control
intelligent and cooperative data-plane

NG-SDN interfaces and software stack makes these possible

$.OMF-

COMMEC



Example: Add New Device to Network LV

Operator defines various device roles - a priori
* sw version, chassis configuration, pipeline configuration, etc. Device Roles (gRPC)

ONOS given the address and role of a new device

gNMI/gNOI/P4Runtime

v\

P4Runtime

Based on the role and the type of the device, ONOS
* downloads the desired version of the switch software via gNOI
* may install or rotate certificates via gNOI
* sets desired chassis configuration via gNMI
* applies prescribed pipeline configuration via PARuntime
* enables ports via gNMI and marks device as available

gNol

P4Runtime

software
pipeline

ONOS discovers or verifies new links

Apps proceed to program the new device
* using P4Runtime and pipeline-specific constructs

spine connecT



Example: Add New Data-Plane Feature LV

Create or modify P4 program
* tointroduce new data-plane feature(s)

Compile the P4 program using the P4 toolchain
* as P4 info & binary for download to the switch
* as pipeline-specific API for app development
* assembled as an ONOS app for operational deployment

P4Runtime

Developer uses APls to create control app(s) control
*  APIs assist IDE creation of pipeline-specific apps

ONOS downloads the P4 info and binary to switch p‘p‘;!‘”e flow rules, meters, etc.
* via P4Runtime conte

Application programs the device pipeline
*  via P4Runtime and using pipeline-specific constructs

S.OoMN—
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LONOS Status Update L

onos-config onos-topo
implemented gNMI NB and SB APlIs device inventory and topology APIs
multi-device configuration transactions API design still work-in-progress
model driven, multi version support
rollback to previous points in time onos-ztp
device updates through subscription basic role-based configuration via gNMI
flat storage of configuration data in K/V store to onos-config
configuration validation against YANG models basic table pipeline setup of devices via
) REST API to ONQS 2.2
onos-qui .
interactive configuration views atomix-go
uses same framework as GUI2 in ONOS 2.2 Go APIs for distributed primitives

onit
integration tests suite and deployment

S.OME

COMMEC



NG-SDN Control Plane ,L\

ONOS has been and continues to support NG-SDN capabilities
enabling broad top-down data-plane programming, monitoring

LONOS is the next step in the evolution of the platform
adding more breadth to top-down programmability via config and ops support
adding zero-touch provisioning
allows orchestration via Cloud-native technologies
advances the high standard for high-availability, performance and scale

LLONOS carries forward the NG-SDN vision
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Engage!
Thank You
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A Bit of History...

The Design Philosophy of the DARPA Internet Protocols

David D. Clark”
Massachusetts Institute of Technology
Laboratory for Computer Science
Cambridge, MA. 02139

(Originafly published in Proc. SIGCOMM ‘88, Computer Communication Review Vol. 18, No. 4,
August 1988, pp. 106-114)

Abstract

The Internet prowocol suite, TCPIP, was liest proposed
flifteen yeavs ago. N1 was developed by the Defense
Advanced Research Projects Agency {DARPA). and
has been used widely in military and commercial
systems. While there have Dbeen papers and
specifications that describe how the protocols work, it is
sometimes  Jifticult to deduce from these why the
protocol is us it is, Far example. the Intemet protocol is
hased on a comeclionless or dutagram mode of service.
The maotivition Tor (his has been greatly misinderstood.
This paper atfenpls W cuplure some ol The carly
wasoning which shaped the Intemet protocols.

1. Introduction

lior the last 15 yeaes' | the Advanced Research Projects
Ageney of the U.S. Department of Defense hag been
developing a suile of protocoels for packet switche:d
neterocking. These protacols, which include the Tnternet
Protocol (IPY, and the Traosmission Control Protocol
(TCPY are now ITS Department of Detenve standarde

architecture into the I[P and TCP lavers. This seems
baslc to the design, but was also not a parc of the
original proposil. These changes in the Internet desian
arose through the repeated pattern of implementation
und testing that oceurred before the standurds were set,

The Internet architesture is still evolving. Sometimes a
new extension challenges one of the design principles.
but in aoy case an undevstanding of the history of the
design provides a necessary context for cusrent design
extensions. The counectionless configuration of ISO
protocols hus also been colored by the history of the
Tnternet suite, so an imderstunding ai the Intemat design
philosophy may be helplnl 1o those working with 150,

‘Ihis paper catalogs one view ol the original objectives
of the Internet architecture, and discusses the velation
betereen these goals and the important features of the
protocols.

2. Fundamental Goal
The top level goal for the DARPA Internet Archirecture

“While tools to verify
logical correctness are
useful, both at the
specification and
implementation stage,
they do not help with
the severe problems
that often arise related
to performance.”



What’s Different?

Increased scale and complexity
o Modern networks much larger than 1980s networks
o Operators demanding richer behaviors
New networking architectures
o Shift toward SDN and disaggregated control
o Precise models of key components (e.g., P4)
Formal methods advances
o Techniques for modeling complex systems
o Scalable automated solvers (e.g., SAT/SMT)
Property enforcement using programmability

o Programmable telemetry and run-time verification
o (Eventually) top-down design and closed-loop control



P4 as a Contract

This is how | — )
process @ S
packets . N

\N . /

000

aue|d |043u0)

(o

‘o>

This is how you

@ \ must process
packets

L2 L3 ACL ‘\ )

Iaue|d ejeqg
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Three Methods to Gain Assurance

By Construction

SAMEIVSE

By Synthesis




Construction: Virtualization

comnmecT



Analysis: Static Verification

Control-Plane Source
Interface Program

¢

GCL Program j

( Annotated

* J

4 N
Optimized

RS * J
( Verification
L Condition

e v
[Result] Passed

e Start with P4 program

* Annotate with assertions

* Translate to imperative commands

e Apply standard optimizations

* Gennerate first-order fogmula
fmfm] 21.0end to SMT solver y

[Counterexampl

[ Parser ] Staﬁuccess or counter- example
[ Parser parse_ethgrnet
[ Packe ] etherngt. dj{\ ut_packeiseecce

[ Packet ] ethernet. stEIaddr‘ = exegﬁeaeeeeeee
[P mm ] ethern@t.

[ Assert T (not (2 ipyrvalid WL ccartion

S.OoMN—
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Example: NAT + ACL

® © ® ') Network path not found? - For x e

< c

@ Secure  https://www.forwardnetworks.com/2017/02/23/network-path-not-found-how-to-use-an-army... @ ¥ @ Qa o]

PRODUCT v  RESOURCES ~ NEWS & EVENTS ~ COMPANY - REQUEST A DEMO

Network path not found?

FEBRUARY 23,2017 | IN NETWORKING, PRODUCT | BY PEYMAN KAZEMIAN

How to use an army of tests to understand
and diagnose your network!
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demo.p4
DeE*Es ¥mBR
/x Headers and Instances x/
header_type ethernet_t {
fields {
dst_addr:48;

src_addr:48;
ether_type:16;
}

}

header_type ipv4_t {
fields {
pre_ttl:64;
ttl:8;
protocol:8;
checksum:16;
src_addr:32;
dst_addr:32;

}

}

header ethernet_t ethernet;

header ipv4_t ipv4;

/* Parsers x/
parser start {
extract(ethernet);
return select(ethernet.ether_type) {
0x800: parse_ipv4;
default: ingress;

}

o,
— demo. p4 Top L1 (P4_16 +2) .n?;u.o M—

comnmecT



Synthesis: Run-Time Verification

SwitchID, Arrival Time,
Queue Delay, Matched Rules, ...

Log, Analyze
Replay and Visualize

37 SONATA [Sigcomm ‘18], Sketches [Sigcomm ‘12] ... OM—
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Conclusion: Verifying Next-Gen SDN

Control Control Control Control
App App App App C°”tract

1ONOS Control Plane Control
, P4Runtime Contract

Stratum OS Stratum OS Stratum OS

PISA switch PISA switch PISA switch

Challenges:

e Cross-cutting mechanisms for enforcing application properties
e Quantitative reasoning about performance properties

* Scaling verification up to large networks
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NG-SDN: Advancing the SDN Substrate for Networking

S & B A - Broadband

s
C-
OpenFlow
SDN
\.

ODTM - Optical
COMAIC - Mobile 5
T/R=L_L_IS-NFV Fabric g’
............................. )
o
LONOS Z
{?r\& Verification T

M-S DM 43" Engine
Stratum
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Revolutionary New
Capabilities

Programmable
Forwarding
Toolchain

Hardware
Independence

Microservice
based full Network
lifecycle Verification
interfaces

Transformational
Benefits

Top-Down
Operator
Control of
Network

Robust Rapid
Hardware Network
Ecosystem Innovation

Zero /J
Touch

Operation

SoOoMN=
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One More Thing | Learned This Week

Apparently, after we deliver all of this we’ll all be
drinking lots of pina coladas at the beach *

* For context, see Nick McKeown’s ONF Connect 2019 Talk: https://vimeo.com/359434741
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https://vimeo.com/359434741
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Thank You

Follow Up Links:

www.opennetworking.org/ng-sdn/
Nick'’s talk on future of SDN: vimeo.com/359434741



